
When a natural disaster strikes, a cor-
poration normally places a disaster

recovery plan into effect. These plans
define how a corporate knowledge base is
reconstituted after a catastrophic failure,
allowing an enterprise to continue its daily
functions. However, natural disasters are
relatively rare occurrences. A corporation
that leases space at a site hosting facility
and purchases disruption insurance has
allocated assets in advance, with potential-
ly no return on those investments if a dis-
aster does not occur [1]. In this regard,
disaster recovery is like insurance.

With the ubiquity of the Internet, it
has become more difficult to disrupt serv-
ices for an extended period of time.
Consumers expect 24-hour service or they
take their Internet shopping elsewhere.
Global enterprises now link what were
isolated data centers to Enterprise
Resource Planning systems to manage
inventory and track consumer preferences.
There is no downtime allowed in today’s
global economy.

Enter the concept of survivable informa-
tion systems. Survivable information sys-
tems continue operating in various failure
scenarios, although potentially in a
degraded mode. Problems such as denial
of service attacks, loss of a local network
segment, or loss of a single data center are
addressed by using various countermea-

sures or mechanisms to ensure continued
system operation. When a traditional
information system is subjected to failure
conditions, it shuts down. By contrast, a
survivable system continues functioning
in support of the enterprise.

This article begins with a discussion of
survivability, and contrasts survivability
with the traditional disaster recovery and
business continuity disciplines. A system
survivability design methodology is pre-
sented that incorporates risk assessment
and risk mitigation activities into the sys-
tem development life cycle. Finally, repre-
sentative examples of survivability mecha-
nisms within the context of service-ori-
ented system architectures are presented
to assist those designing survivable infor-
mation systems.

Survivability Defined
The Software Engineering Institute has
conducted a comprehensive project on sur-
vivable information systems [2].
Survivability has been defined as “the capa-
bility of a system to fulfill its mission, in a
timely manner, in the presence of attacks,
failures, or accidents.” A mission is a set of
high-level requirements that a system must
fulfill to be considered successful. An
organization may not have a mission state-
ment as such, but every organization has
some sort of vision that articulates the

organization’s ambitions.
For example, if an electronic commerce

server has an expectation of seven days a
week, 24 hours a day availability, an unre-
coverable disk crash that requires several
hours to restore would be considered a fail-
ure to fulfill the mission. A failure is a poten-
tially damaging event caused by a deficiency
in the system or in an external element on
which the system depends. An accident is
defined as a randomly occurring and poten-
tially damaging event such as a natural dis-
aster that is thought of as externally gener-
ated. An attack is a potentially damaging
event caused by an intelligent adversary.

What matters in the context of surviv-
ability is not so much the cause of a prob-
lem, but the system’s response to that
problem. To continue functioning, a sys-
tem must respond to a failure, accident, or
attack before the cause can be determined.
That is, the system must react to the event,
recover from it, and continue its mission.
A classic example of a survivable system
would be HAL, the all-knowing informa-
tion system from “2001: A Space
Odyssey” [3]. HAL reacted to attempted
shut-down operations by protecting itself
at the unfortunate expense of the
Discovery’s crew.

Hardy [4] categorizes events into four
quadrants, see Figure 1. Survivable sys-
tems address the events that occur in all
four quadrants. Events are categorized as
either controllable or beyond the control
of the system (uncontrollable), and pre-
dictable or unpredictable. Events that are
predictable and controllable can be sched-
uled, or monitored and addressed before
they become crisis. Unpredictable but
controllable events can be addressed with-
in the context of an incident response
team such as those used to control mali-
cious code attacks [5]. In a given situation,
a survivable system reacts to all types of
events and continues operation to fulfill
its mission.

In Swanson [6], the notion of disaster
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recovery is presented within the context
of a major, catastrophic system failure
that is caused by an external event and
denies access to a normally used facility
for an extended period of time. An exam-
ple would be a hurricane or 100-year flood
that decimates a building and the power,
water, and transportation infrastructure
required for support personnel. The goal
of a disaster recovery plan is to allow
resumption of operations as quickly as
possible, often at an alternate site.

In Hardy’s quadrant model, events that
are unpredictable and uncontrollable
cause activation of the disaster recovery
plan. The concept of survivability incor-
porates disaster recovery, but extends the
concept to include all events that may dis-
rupt system operations.

Survivability Versus
Continuity
Quirchmayr [7] and Nemzow [1] both dis-
tinguish the concept of continuity plan-
ning from the concept of disaster recov-
ery. These authors consider continuity
planning to involve the entire collection of
personnel, processes, and procedures that,
together with the computing assets, allow
a business to continue functioning. In
their respective models, the workflow
associated with a system is considered at
least as critical to an enterprise’s survival
as the actual hardware and software used
to support the personnel.

In these models, action plans incorpo-
rate personnel considerations for extend-
ed-term outages. For example, if an enter-
prise’s facility is without power, a continu-
ity model would not only address auxiliary
uninterruptible power supplies but also
address the logistics of maintaining the
fuel source, providing support to opera-
tions personnel, and providing alternate
communications paths to other locations
if necessary. Continuity planning inte-
grates the entire business process model
into the reaction and recovery tasks asso-
ciated with enterprise information system
operations.

The Goal of Survivability
Planning
In an optimal situation, an enterprise can
define an acceptable balance between the
potential risk of a failure that would render
a system unable to fulfill its mission and
the cost associated with protective mecha-
nisms. Bakry [8] proposes using economic
analysis to optimize the cost of prevention
versus risk of failure tradeoff, and the con-
cept of a balanced solution is introduced.

This model is illustrated in Figure 2.

For example, if an organization is
extremely risk adverse, it can expend con-
siderable assets on redundant computing
environments and an alternate support
staff. In contrast, an organization that
believes a catastrophe will never happen to
them might fulfill their plan with a pack-
age of writeable DVDs for media backup.
In this instance, the organization accepts
the risk of system loss in exchange for the
cost savings associated with survivable
safeguards

A Survivable Design
Development Methodology
To improve organizational integration,
information systems are becoming increas-
ingly networked to trading partners, cus-
tomers, and suppliers as well as other sites
on the corporate network. In this model,
islands of automation have been integrated
into a network-enabled enterprise benefit-
ing from their interconnectivity.
Unfortunately, there is a downside to this
model: A company may not have any
knowledge about a virus attack that is
spreading through a trading partner’s net-
work. In such an environment, a system
architected with some degree of survivabil-
ity such as firewalls, virus scanning, or
intrusion detection/prevention appliances
is most likely to fulfill its mission objectives.

How, then, does a system owner spec-
ify or design a system with survivability in
mind? There are no generally accepted
design methodologies in place to address
the diverse events that can impact system
survivability. Figure 3 illustrates a method-
ology that facilitates the integration of

survivability characteristics within a tradi-
tional information system development
framework.

Gathering Survivability
Related Requirements
To completely understand the survivability
characteristics of an information system, it
is essential to understand the system’s
requirements. In the language of system
specification, survivability attributes are usu-
ally expressed in terms of specialty engi-
neering disciplines and their requirements.
These disciplines include availability, reliabil-
ity, maintainability, and accountability as well
as security and integrity – in Figure 3 they
are collected as the ility requirements. Table
1 (see page 8) illustrates representative
requirements in each of these disciplines
that would impact the survivability charac-
teristics of system architecture.

It is important to note that not all sur-
vivability constraints require technology-

High Risk/
Low Cost

Low Risk/
High Cost

Balance
(Risk = Cost)

C
o
st

Risk of Loss

Figure 2: Risk of Loss Versus Cost of
Survivable Safeguard

Gather all ility
Specification
Requirements

Determine
Critical Elements

of System

Perform Risk
Assessment

Determine
Cost Effective

Countermeasures

Deploy and 
maintain
system

Defines survivability requirement

Defines what components are important

Probability of attack

Procedures

Products
Personnel

Has the risk posture changed?

New
Vulnerabilities

New
Technology

Evaluate

A
ss
es
s
im
pa
ct

to
cr
iti
ca
le
le
m
en
ts

Includes maintainability,
availability, reliability, etc.

Figure 3: Survivability Integration Methodology

Designing for Disaster: Building Survivable Information Systems



based solutions. For example, racks con-
taining computer hardware may be sealed
with colored tape. If the seal is broken,
maintenance personnel would inventory
the components and, if necessary, run
system diagnostics to detect potential sys-
tem modifications. Similarly, if unautho-
rized access to a facility is a concern, a
physical security policy that visitors must
be escorted at all times provides an
acceptable solution.

Determine Critical System
Elements
From the survivability analysis, critical
system elements should be identifiable.
Criticality of elements may be based on
connectivity requirements, processing
capacity, or amount of data accessed. The
objective of this process is to determine
those elements of the system design
whose failure or compromise would have
the greatest impact on the operational sys-
tem. From this decomposition, it is possi-
ble to determine which system compo-
nents will require added care going for-
ward in the development process.

Perform Risk Analysis
At this point, a risk analysis is required.
This is not the traditional risk analysis that
addresses risk to cost and schedule, but is
a risk analysis that assesses the potential
impact to the survivability posture of the
system. Once the critical elements have

been identified, the potential impact of
adverse events must be evaluated. Figure
4, adopted from Panko’s discussion [9],
illustrates the traditional risk assessment
process. In risk assessment, the potential
threats to the system are enumerated.
These threats are then evaluated in the
context of system vulnerabilities. That is,
a threat to a critical system element is only
a threat if the opportunity to exploit a
given vulnerability or group of vulnerabil-
ities is present. Whitson [10] presents a
basic overview of risk assessment.

Beyond determining the vulnerabili-
ties, there is the cost associated with
exploitation. For example, a risk of data
tampering when information is only valid
for less than a minute may carry a prohib-
itively high cost of exploitation. The cost
of launching an attack coupled with the
risk determines the threat severity. If
information is updated every minute, an
attacker would have to maintain an alter-
nate data set of sufficient size to hide his
intent until the attack is over. In such a
case, the perceived cost of the attack
would be relatively high, and the risk of
detecting fraudulent data would also be
relatively high. In such an instant, the
threat severity, or consequences, if an
attack was launched would be high for the
simple fact that a deliberate, concerted
attacker would be involved. When threat
severity is evaluated in the context of
countermeasures, the residual risk associ-
ated with system use is derived.

For example, a system that connects to
the Internet may have a relatively high risk
and a high threat severity. However, using
a packet filtering firewall, a minimal set of
network services required for the applica-
tion, and hardened or security-conscious
host configurations mitigate a consider-
able amount of risk. Risk to such a system
could be further mitigated by using anti-
virus software and/or intrusion preven-
tion technology.

The relative costs of architectural ele-
ments are significant inputs to the risk
assessment process and impact the risk
calculation. It should also be noted that

some countermeasures may not be intu-
itively obvious. Creativity and innovation
sometimes result in effective solutions for
a given enterprise environment.

Countermeasures should also be cost-
effective. Not all countermeasures are
electronic and computer-intensive. Count-
ermeasures can include standard operat-
ing procedures and policies. For example,
if unauthorized facility access is a high-
risk item, a cost-effective countermeasure
could be limiting computer room access
to authorized personnel by applying
access limiting devices (i.e., locks with
keys or smart cards). A guard dog turned
loose at night can be just as effective as a
sophisticated electronic alarm system.

Deploy and Maintain System
Once the countermeasures have been
identified and deployed, the system must
be maintained in a survivable state. For
example, a system that depends upon anti-
virus software must have the latest mali-
cious code signature files downloaded
when available. Application updates, or
patches, must be tested for compatibility
with the application environment and
deployed across the enterprise. The best
countermeasures in the world do not
work if they are not maintained and
enforced.

As the system matures, it must be con-
tinuously evaluated. For example, all the
vulnerabilities associated with a given
commercial product may not be applica-
ble to a specific application of the system.
A system may not use a given network
service, so a patch deployment can be
deferred. A new, improved version of a
commercial off-the-shelf software com-
ponent may become available, providing
additional functionality without custom
software development. In both cases, the
relative risks associated with updating the
system’s architecture must be weighed
against the potential risks that could be
introduced into the survivability posture.

Threats are continuously evolving as
new vulnerabilities and exploits are identi-
fied. The risk assessment activity is an
ongoing part of the system life cycle. The
residual risk associated with the system’s
survivability posture must be updated on
a regular basis to reflect the current sys-
tem architecture and the current threat
environment. A survivability assessment
that does not reflect the current state of
the system architecture is not a useful
document and may inaccurately reflect the
risk posture of the system.

Putting the Model to Work
The survivability model described above

Software Security
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Table 1  

Requirement families that impact system survivability.

Requirement 
Family 

Typical requirement statement Potential survivability impact 

Availability 
The system shall be available for 
processing .9995 percent of the time. 

Redundant hardware or dedicated 
communications paths. 

Reliability 
The system shall have less than 1 hour 
total downtime per year. 

Hardware selection, or need for 
distributed architecture. 

Maintainability 
The system components shall be field-
replaceable. 

On-site replacement parts. 

Integrity 
The system shall protect information in 
transit from possible modification. 

Secure hash or cryptographic sealing 
techniques. 

Security 
The system shall protect information at 
rest, during processing, and in transit. 

Virtual private network (VPN) 
technology, disk encryption. 

Table 1: Requirement Families That Impact System Survivability
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has been applied to several architecture
development efforts, reflecting diverse
environments and their unique opera-
tional characteristics. This section discuss-
es how the model was applied to three
specific cases.

The first example is a high throughput
transaction-processing application. This
particular system development was a reno-
vation of an existing system that, while still
performing adequately, was rapidly
becoming unreliable. The fact that a data
warehouse hardware platform had
reached its end of life made moderniza-
tion imperative. On first investigation, a
high throughput distributed client-server
model might have served the purpose.
Unfortunately, data replication across the
environment could not be supported with
the desired reliability (five minutes of
downtime per year), and the system main-
tained highly confidential legal informa-
tion (criminal records). When the reliabili-
ty requirements were factored into the
equation, a high capacity centralized data
warehouse environment with internal
transaction process monitoring was a
more efficient architecture.

For the second example, a mission-crit-
ical networking infrastructure was under
consolidation and modernization. The
existing network evolved from a series of
stovepipe requirements, with each project
managing and ordering its own network
services. While this approach had served
the organization well in the past, it was no
longer cost effective or survivable in
today’s telecommunications environment.

A prioritization of services was under-
taken by the customer, moving the net-
work to a reliability-, maintainability-, and
availability-based service model. For
example, network services that required
redundant connectivity and minimal
downtime were segregated from tradition-
al administrative-based services that could
adapt to a next-business-day restoration.
The net result: the organization has been
able to reduce the number of redundant
communications paths between facilities,
reduce costs, and improve management
visibility into critical services. Spare com-
ponents are pre-positioned at strategically
placed depot installations instead of
stored at every site location.

The third example is a network infor-
mation resource, responsible for routing
user requests to the most probable source
of the requested information. In this
application, a user’s clearance level, band-
width, and intended use of the informa-
tion are factored into satisfying the user’s
query. The application in question has
applied distributed client/server architec-

ture used to localize the data storage to its
most logical requesters. For example,
Pacific Command analysts do not normal-
ly explore European data sets. Data has
been distributed to the most likely user
base with replicated backup services on
other servers.

A Service-Oriented Example
for the Future
Service-oriented architectures (SOAs)
decouple data from both the user and the
processing services in a layered structure.
The most critical data in a SOA may be the
processing required to fulfill a user request,
or it may be the data repository that con-
tains information vital to the enterprise’s
mission. Figure 5 illustrates a representa-
tive SOA with illustrative remediation tech-
niques that could be applied at each layer.

In most enterprises, the user interfaces

are assumed to execute on a standard
enterprise desktop system (i.e., Linux,
Windows, or Macintosh). Each enterprise
configures and manages their desktops dif-
ferently, depending on the information
technology budget and capabilities of the
end users. As a result, best practice desk-
top computing practices are usually
applied such as virus scanning and/or
patch management. Due to the multi-pur-
pose nature of user desktops, they are con-
sidered high risk for introducing potential
vulnerabilities into the enterprise. Backup
media are usually the responsibility of the
end user, unless the enterprise provides
global backup services.

The request services layer may repre-
sent a significant investment for the enter-
prise. This layer usually addresses pre- and
post-processing needed to make the data
meaningful to the user’s presentation envi-
ronment. For example, an application that
contains a corporate knowledge base or
expert system may represent irreplaceable
domain expertise. This type of application
can be applied as an analyst’s aid to filter
large data sets. In these cases, survivability
can be enhanced through using good soft-
ware development and maintenance prac-
tices, including configuration management
and code escrow.

The enterprise infrastructure is the
lifeblood of a services-based architecture.
Without the enterprise communication
services, data cannot be moved across the
layers of the processing architecture in
response to user requests. Because the
enterprise infrastructure is responsible for
both the availability of the information
and the integrity of the data in transit, it
represents a significant risk to the surviv-
ability posture of the enterprise. This is
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Figure 5: Service-Oriented Architecture With Remediation Techniques
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the reason most modern enterprise infra-
structures are well protected. Mechanisms
employed at the infrastructure layer
include virtual private networks, intrusion
detection sensors, and firewalls. Each
enterprise determines the residual risk
associated with the infrastructure and
defines appropriate countermeasures as
required for the applications it supports.

The data repository may represent the
most critical portion of the application. It
could contain the corporation’s financial
records, business intelligence information,
or customer records. This information,
frequently gathered over extended periods
of time, may be the most irreplaceable in
an enterprise. As such, the data repository
is usually subject to layered data integrity
and defense mechanisms. These may
include replicating updates to alternate
geographically dispersed sites, using jour-
naling and recovery to ensure transactions
are saved to the database completely, and
using additional authentication techniques
for database restructuring. The repository
contains the data that allows the applica-
tions to perform their analytical or report-
ing functions, and is vital to the extended
life of the enterprise.

Conclusion
The countermeasures in the simple exam-
ple described above are representative of
the types of mechanisms that can be
deployed to enhance the survivability of
an information system. However, no coun-
termeasure should be deployed without
completion of a cost/benefit analysis.
There are times when a very elegant, 100
percent effective countermeasure is not
the best fit for an enterprise: when deploy-
ment would require major upgrades to
other portions of the information technol-
ogy environment, or substantively damage
the functionality of existing applications.
The objective is to make an enterprise
information system survivable, not inac-
cessible.

Survivability can be attained by aug-
menting the traditional system develop-
ment paradigms with a relatively small set
of process augmentations. The goal is cre-
ation of a risk-oriented model of the sys-
tem that allows the owner/creator to make
sound decisions about design alternatives
impacting the survivability of the system.
When such models are in place, they can
effectively enhance the survivability pos-
ture of the system. In such environments,
expenditures on major disaster recovery
plans can be greatly reduced because the

system has integrated reaction and recov-
ery capabilities.

Survivability as a design consideration
yields a more effective return on invest-
ment than expenditures for redundant
hardware, hot site backup, and major dis-
aster preparedness measures. The incorpo-
ration of survivability addresses all poten-
tial disaster scenarios, not just the most
catastrophic, resulting in a more prepared
organization that can react effectively to
multiple event scenarios, in effect creating
a more adaptable and agile system.u

Information Sources
For additional information on survivabili-
ty, the Software Engineering Institute at
<www.sei.cmu.edu> has ongoing projects
on survivable design, and runs the U.S.
Computer Emergency Response Team
(U.S.-CERT®) Coordination Center
<www.us-cert.gov>. For additional infor-
mation on contingency planning and disas-
ter recovery, the National Institute of
Standards and Technology hosts a
Computer Security Resource Clearing-
house at <www.csrc.nist.gov>. The clear-
inghouse includes a selection of template
documents for disaster recovery con-
tributed by various federal chief informa-
tion officers as best standard practices for
large enterprises.
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